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(57) ABSTRACT

A system and method for tracking a tracking device for use
with a surgical navigation system is provided. The system and
method can include at least one tracking device having a
plurality of faces. The faces can be operable to generate a
signal upon activation. Also included is a face activation
module that activates a selected one of the faces upon receipt
of'an activation signal. The system can also include a visibil-
ity module that generates the activation signal and receives
the signal from the face to generate tracking data for the
tracking device, along with a face switching module that
generates a face control signal to activate a different face
based on the tracking data.
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1
SYSTEM AND METHOD FOR TRACKING
POSITIONS OF UNIFORM MARKER
GEOMETRIES

FIELD

The present disclosure relates generally to navigated sur-
gery, and more specifically, to systems and methods for track-
ing positions of uniform marker geometries.

BACKGROUND

The statements in this section merely provide background
information related to the present disclosure and may not
constitute prior art.

Image guided medical and surgical procedures utilize
patient images obtained prior to or during a medical proce-
dure to guide a physician performing the procedure. Recent
advances in imaging technology, especially in imaging tech-
nologies that produce highly-detailed, two, three, and four
dimensional images, such as computed tomography (CT),
magnetic resonance imaging (MRI), fluoroscopic imaging
(such as with a C-arm device), positron emission tomography
(PET), and ultrasound imaging (US) has increased the inter-
est in image guided medical procedures.

Typical image guided navigation systems require dynamic
reference frames to track the position of the patient should
patient movement occur during the assisted procedure. The
dynamic reference frame (DRF) is generally affixed to the
patient in a generally permanent or immovable fashion. The
DREF can include a tracking device that has multiple markers
that are trackable by the navigation or tracking system. In
addition, many navigation systems generally employ a track-
ing device having multiple markers coupled to an instrument
or the imaging device to enable the instrument or imaging
device to be tracked.

In order to properly track the navigated instrument, imag-
ing device and, optionally, track the position of the patient
through the DREF, the instrument, the imaging device and the
DRF must be distinguishable at all orientations by the navi-
gation or tracking system. Generally, in order to ensure the
instrument, the imaging device and the DRF are viewable at
all orientations for an optical tracking system, the instrument,
the imaging device and the DRF can each include a tracking
device that employs multiple markers. Each marker can typi-
cally include a light emitting or light reflecting object. The
tracking device also includes multiple faces, with each face
distinguishable at all orientations. For each face of the track-
ing device, the light emitting or light reflecting objects can be
arranged in a unique pattern such that each face of the track-
ing device has an easily identifiable signature pattern of light
emitting or light reflecting objects.

Typically, to form the unique pattern of the light emitting or
light reflecting objects, each light emitting or light reflecting
object on the particular face is spaced a unique distance away
from each of the other light emitting or light reflecting objects
on that face. Thus, as the number of faces on the tracking
device increases, in order to form the unique pattern of light
emitting or light reflecting objects, the light emitting or light
reflecting objects must be spaced further and further apart.
This increased spacing of the light emitting or light reflecting
objects on the faces to form a unique pattern for each face
causes the size of the faces on the tracking device to increase,
which can be undesirable when using multiple faced tracking
device to navigate size or weight-constrained devices.
Accordingly, it can be desirable to provide a system and
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2

method for tracking positions of tracking devices that utilize
uniform marker geometries, such as light emitting or light
reflecting objects.

SUMMARY

A system for tracking a tracking device for use with a
surgical navigation system. The system can include at least
one tracking device having a plurality of faces. The faces can
be operable to generate a signal upon activation. The system
can also include a face activation module that activates a
selected one of the faces upon receipt of an activation signal.
The system can include a visibility module that generates the
activation signal and receives the signal from the face to
generate tracking data for the tracking device and a face
switching module that generates face control data to activate
a different face based on the tracking data.

Provided is a method of tracking a tracking device for use
with a surgical navigation system. The method can include
providing at least one tracking device having a plurality of
faces and activating a selected one of the faces to emit a
signal. The method can also include tracking the signal emit-
ted by the selected face and determining, based on the track-
ing of the selected face, if a different one of the faces should
be activated.

A method of tracking a portion of an anatomy is further
provided. The method can include coupling a tracking device
having a plurality of faces to at least one of the anatomy or an
instrument. The method can also include tracking the tracking
device relative to within the anatomy by: activating the track-
ing device to illuminate a selected face, tracking the illumi-
nation of the selected face and determining, based on the
illumination of the selected face, if a different one of the
plurality of faces should be illuminated.

Further provided is a surgical navigation system. The sur-
gical navigation system can comprise at least one tracking
device having a plurality of faces that are illuminated in an
active state. The system can also include a tracking system
that tracks the tracking device and determines which one of
the faces to activate. The surgical navigation system can also
include a display device that displays a position of the track-
ing device during the surgical procedure.

Further areas of applicability will become apparent from
the description provided herein. It should be understood that
the description and specific examples are intended for pur-
poses of illustration only and are not intended to limit the
scope of the present disclosure.

DRAWINGS

The drawings described herein are for illustration purposes
only and are not intended to limit the scope of the present
disclosure in any way.

FIG. 1 is a diagram of a navigation system according to
various embodiments of the present disclosure;

FIG. 2 is a detailed perspective view of an exemplary
geometrically uniform tracking device including a plurality
of markers of FIG. 1;

FIG. 3 is a simplified block diagram illustrating an exem-
plary navigation system for use with a marker control mod-
ule;

FIG. 4 is a dataflow diagram illustrating an exemplary
marker control system performed by the marker control mod-
ule;

FIG. 5A is a flowchart illustrating a face switching method
performed by the face switching control module of the marker
control module;
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FIG. 5B is a continuation of the flowchart of FIG. 5A at B;
and
FIG. 6 is a dataflow diagram illustrating an exemplary face
activation control system performed by a face activation con-
trol module.

DETAILED DESCRIPTION

The following description is merely exemplary in nature
and is not intended to limit the present disclosure, application,
oruses. It should be understood that throughout the drawings,
corresponding reference numerals indicate like or corre-
sponding parts and features. As indicated above, the present
teachings are directed towards providing an improved system
and method for the tracking of a tracking device including a
plurality of markers without requiring the use of unique
geometries to identify marker positions in a navigated surgi-
cal procedure. It should be noted, however, that the present
teachings could be applicable to any appropriate procedure in
which the tracking of'a tracking device is required. Further, as
used herein, the term module refers to an application specific
integrated circuit (ASIC), an electronic circuit, a processor
(shared, dedicated, or group) and memory that executes one
or more software or firmware programs, a combinational
logic circuit, separate software or firmware modules and/or
other suitable components that provide the described func-
tionality. Therefore, it will be understood that the following
discussions are not intended to limit the scope of the
appended claims.

FIG. 1 is a diagram illustrating an overview of a navigation
system 10 that can be used for various procedures. The navi-
gation system 10 can be used to track the location of an
implant, such as a spinal implant or orthopedic implant, rela-
tive to a patient 12 Also the navigation system 10 can track the
position and orientation of various instruments. It should
further be noted that the navigation system 10 may be used to
navigate any type of instrument, implant, or delivery system,
including: guide wires, arthroscopic systems, orthopedic
implants, spinal implants, deep-brain stimulator (DBS)
probes, a catheter, a reference frame, microscopes, drills and
drill-guides, suctions, biopsy needles, cutting guides, etc.
Moreover, these instruments may be used to navigate or map
any region of the body. The navigation system 10 and the
various instruments may be used in any appropriate proce-
dure, such as one that is generally minimally invasive or an
open procedure.

The navigation system 10 may include an imaging device
14 that is used to acquire pre-, intra-, or post-operative or
real-time image data of the patient 12. Alternatively various
imageless systems can be used or images from atlas models
can be used to produce patient images, such as those disclosed
in U.S. Patent Pub. No. 2005-0085714, filed Oct. 16, 2003,
entitled “METHOD AND APPARATUS FOR SURGICAL
NAVIGATION OF A MULTIPLE PIECE CONSTRUCT
FOR IMPLANTATION”, incorporated herein by reference.
The imaging device 14 is, for example, a fluoroscopic x-ray
imaging device that may be configured as an O-arm™ or a
C-arm 16 having an x-ray source 18, an x-ray receiving sec-
tion 20, an optional calibration and tracking target 22 and
optional radiation sensors 24.

Image data may also be acquired using other imaging
devices, such as those discussed above and herein. An imag-
ing device controller 26, that may control the C-arm 16, can
capture the x-ray images received at the receiving section 20
and store the images for later use. The controller 26 may also
be separate from the C-arm 16 and/or control the rotation of
the C-arm 16. For example, the C-arm 16 can move in the
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direction of arrow 28 or rotate about a longitudinal axis 12a of
the patient 12, allowing anterior or lateral views of the patient
12 to be imaged. Each of these movements involves rotation
about a mechanical axis 30 of the C-arm 16.

In the example of FIG. 1, the longitudinal axis 12a of the
patient 12 is substantially in line with the mechanical axis 30
of the C-arm 16. This enables the C-arm 16 to be rotated
relative to the patient 12, allowing images of the patient 12 to
be taken from multiple directions or about multiple planes.
An example of a fluoroscopic C-arm x-ray device that may be
used as the imaging device 14 is the “Series 9600 Mobile
Digital Imaging System,” from OEC Medical Systems, Inc.,
of Salt Lake City, Utah. Other exemplary fluoroscopes
include bi-plane fluoroscopic systems, ceiling fluoroscopic
systems, cath-lab fluoroscopic systems, fixed C-arm fluoro-
scopic systems, isocentric C-arm fluoroscopic systems, 3D
fluoroscopic systems, etc. An exemplary O-arm™ imaging
device is available from Breakaway Imaging, LL.C of Little-
ton, Mass.

In operation, the imaging device 14 generates x-rays from
the x-ray source 18 that propagate through the patient 12 and
calibration and/or tracking target 22, into the x-ray receiving
section 20. It will be understood that the tracking target 22
need not include a calibration portion. The receiving section
20 generates image data representing the intensities of the
received x-rays. Typically, the receiving section 20 includes
an image intensifier that first converts the x-rays to visible
light and a charge coupled device (CCD) video camera that
converts the visible light into digital image data. Receiving
section 20 may also be a digital device that converts x-rays
directly to digital image data for forming images, thus poten-
tially avoiding distortion introduced by first converting to
visible light. Alternatively, the imaging device 14 may only
take a single image with the calibration and tracking target 22
in place. Thereafter, the calibration and tracking target 22
may be removed from the line-of-sight of the imaging device
14. The tracking target 22 can enable the navigation system
10 to track the location of the imaging device 12 via at least
one tracking device coupled to the tracking target 22, as will
be discussed herein. When the x-ray source 18 generates the
x-rays that propagate to the x-ray receiving section 20, the
radiation sensors 24 sense the presence of radiation, which is
forwarded to the controller 26, to identify whether or not the
imaging device 14 is actively imaging.

Two dimensional fluoroscopic images that may be taken by
the imaging device 14 are captured and stored in the control-
ler 26. Multiple two-dimensional images taken by the imag-
ing device 14 may also be captured and assembled to provide
a larger view or image of a whole region of a patient, as
opposed to being directed to only a portion of a region of the
patient 12. For example, multiple image data of a patient’s leg
may be appended together to provide a full view or complete
set of image data of the leg that can be later used to follow
contrast agent, such as Bolus tracking.

The image data is then forwarded from the controller 26 to
a navigation computer and/or processor, controller or work-
station 32 having a display 34 and a user interface 36. It will
also be understood that the image data is not necessarily first
retained in the controller 26, but may also be directly trans-
mitted to the workstation 32. The workstation 32 provides
facilities for displaying the image data as an image on the
display 34, saving, digitally manipulating, or printing a hard
copy image of the of the received image data. The user inter-
face 36 can comprise any device, such as an user input device
364, that can enable a user to interface with the workstation
32, such as a touchpad, touch pen, touch screen, keyboard,
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mouse, wireless mouse, or a combination thereof. The user
interface 36 allows a physician or user to control the navi-
gated surgical procedure.

While the imaging device 14 is shown in FIG. 1, any other
alternative 2D, 3D or 4D imaging modality may also be used.
For example, any 2D, 3D or 4D imaging device, such as an
O-arm imaging device, isocentric fluoroscopy, bi-plane fluo-
roscopy, ultrasound, computed tomography (CT), multi-slice
computed tomography (MSCT), magnetic resonance imag-
ing (MRI), high frequency ultrasound (HFU), positron emis-
sion tomography (PET), optical coherence tomography
(OCT), intra-vascular ultrasound (IVUS), ultrasound, intra-
operative CT or MRI may also be used to acquire 2D, 3D or
4D pre- or post-operative and/or real-time images or image
data of the patient 12. The images may also be obtained and
displayed in two, three or four dimensions. In more advanced
forms, four-dimensional surface rendering regions of the
body may also be achieved by incorporating patient data or
other data from an atlas or anatomical model map or from
pre-operative image data captured by MRI, CT, or echocar-
diography modalities. A more detailed discussion on optical
coherence tomography (OCT), is set forth in U.S. Pat. No.
5,740,808, issued Apr. 21, 1998, entitled “Systems And
Methods For Guiding Diagnostic Or Therapeutic Devices In
Interior Tissue Regions” which is hereby incorporated by
reference.

Image datasets from hybrid modalities, such as positron
emission tomography (PET) combined with CT, or single
photon emission computer tomography (SPECT) combined
with CT, could also provide functional image data superim-
posed onto anatomical data to be used to confidently reach
target sites within the patient 12. It should further be noted
that the imaging device 14, as shown in FIG. 1, provides a
virtual bi-plane image using a single-head C-arm fluoroscope
as the imaging device 14 by simply rotating the C-arm 16
about at least two planes, which could be orthogonal planes to
generate two-dimensional images that can be converted to
three-dimensional volumetric images. By acquiring images
in more than one plane, an icon representing the location of an
impacter, stylet, reamer driver, taps, drill, or other instrument,
introduced and advanced in the patient 12, may be superim-
posed in more than one view on display 34 allowing simulated
bi-plane or even multi-plane views, including two and three-
dimensional views, as will be discussed in greater detail
herein.

With continuing reference to FIG. 1, if the navigation sys-
tem 10 is a line-of-sight system, the navigation system 10 can
further include an optical tracking system 38. The tracking
system 38 can include a camera 40 and tracking devices 41
attached to various instruments, implants 42 and/or the imag-
ing device 14. The camera 40 can be an optical localizer such
as used in the StealthStation® TRIA™ sold by Medtronic
Navigation of Louisville, Colo. The instruments 42 can
include an instrument 42a for use in the procedure and a
dynamic reference frame or DRF 424. Each of the instru-
ments 42 can include either passive or active reflective track-
ing devices 41 that can be attached to the instruments 42, and
can include markers 200 as will be discussed in greater detail
herein. In addition, the tracking target 22 of the imaging
device 14 can be comprised of at least one tracking device 41
to enable the navigation system 10 to determine the location
of the imaging system 44. The optical tracking system 38 is
generally considered a line-of-sight tracking system as the
instruments 42 are tracked based on their optical visibility to
the camera 40.

The instrument 42¢ may be any appropriate instrument,
such as an instrument for preparing a portion of the patient or
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positioning an implant. The instrument 42a can also be a
handle or inserter that interconnects with an attachment and
may assist in placing an implant or in driving a portion. The
instrument 42qa can include a graspable or manipulable por-
tion at a proximal end and the tracking device 41 may be fixed
near the manipulable portion of the instrument 424, as will be
discussed in greater detail herein. The DRF 425 may be fixed
to the patient 12 adjacent to the region being navigated so that
any movement of the patient 12 is detected. The DRF 425 may
include any appropriate tracking device, such as tracking
device 41, recognized by the navigation system 10.

Briefly, the navigation system 10 operates as follows. The
navigation system 10 creates a translation map between all
points in the radiological image generated from the imaging
device 14 and the corresponding points in the patient’s
anatomy in patient space. After this map is established, when-
ever a tracked instrument, such as the instrument 42a or a
pointing device or probe 44 is used, the workstation 32 in
combination with the tracking system 38 and the controller 26
uses the translation map to identify the corresponding point
on the pre-acquired image or atlas model, which is displayed
on display 34. This identification is known as navigation or
localization. An icon representing the localized point or
instruments is shown on the user interface 36 within several
two-dimensional image planes, as well as on three and four
dimensional images and models, as will be discussed herein.

To enable navigation, the navigation system 10 must be
able to detect both the position of the patient’s anatomy and
the position of the instrument 42a or attachment member
attached to the instrument 42a. Knowing the location of these
two items allows the navigation system 10 to compute and
display the position of the instrument 42q in relation to the
patient 12. The tracking system 38 is employed to track the
instrument 42¢ and the anatomy simultaneously.

The tracking system 38 essentially works by using the
camera 40 adjacent to the patient space to generate a visual
field, referred to as a navigation field. The DRF 4254 is fixed to
the patient 12 to identify the location of the patient 12 in the
navigation field. The tracking system 38 continuously recom-
putes the relative position of the DRF 425 and the instrument
42a during localization and relates this spatial information to
patient registration data to enable image guidance of the
instrument 42a within and/or relative to the patient 12.

Patient registration is the process of determining how to
correlate the position of the instrument 42a relative to the
patient 12 to the position on the diagnostic or pre-acquired
images. To register the patient 12, a physician or user 46 may
use point registration by selecting and storing particular
points from the pre-acquired images and then touching the
corresponding points on the patient’s anatomy with the
pointer probe 44. The navigation system 10 analyzes the
relationship between the two sets of points that are selected
and computes a match, which correlates every point in the
image data or image space with its corresponding point on the
patient’s anatomy or the patient space, as discussed herein.
The points that are selected to perform registration are the
fiducial markers or markers 50, such as anatomical land-
marks. Again, the landmarks or fiducial markers 50 are iden-
tifiable on the images and identifiable and accessible on the
patient 12. The fidicial markers 50 can be artificial markers 50
that are positioned on the patient 12 or anatomical landmarks
that can be easily identified in the image data. The artificial
landmarks, such as the fiducial markers 50, can also form part
of the DRF 425, such as those disclosed in U.S. Pat. No.
6,381,485, entitled “Registration of Human Anatomy Inte-
grated for Electromagnetic Localization,” issued Apr. 30,
2002, herein incorporated by reference.
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The navigation system 10 may also perform registration
using anatomic surface information or path information as is
known in the art. The navigation system 10 may also perform
2D to 3D registration by utilizing the acquired 2D images to
register 3D volume images by use of contour algorithms,
point algorithms or density comparison algorithms, as is
known in the art. An exemplary 2D to 3D registration proce-
dure, is set forth in U.S. Ser. No. 60/465,615, entitled
“Method and Apparatus for Performing 2D to 3D Registra-
tion” filed on Apr. 25, 2003, hereby incorporated by refer-
ence.

The navigation system 10 can be used according to any
appropriate method or system. For example, pre-acquired
images, atlas or 3D models may be registered relative to the
patient and patient space. Generally, the navigation system 10
allows the images on the user interface 36 to be registered and
to accurately display the real time location of the various
instruments, such as the instrument 42a, and other appropri-
ate items, such as the pointer probe 44. In addition, the pointer
probe 44 may be used to register the patient space to the
pre-acquired images or the atlas or 3D models. In addition,
the DRF 426 may be used to ensure that any planned or
unplanned movement of the patient is determined and used to
correct the image on the display 34.

It will be understood that the tracking system employed
with the navigation system 10 may also be a hybrid tracking
system, and can include both optical and electromagnetic
(EM) tracking system components. Further detail regarding
the EM tracking system is outside the scope of the present
disclosure but is disclosed in greater detail in U.S. patent
application Ser. No. 10/941,782, filed Sep. 15, 2004, and
entitled “METHOD AND APPARATUS FOR SURGICAL
NAVIGATION™, herein incorporated by reference. Further,
other tracking systems could be employed with the tracking
system 38 for use by the navigation system 10, such as an
acoustic, radiation, etc.

If the tracking system 38 employed is the optical tracking
system 38, the instrument 42a, DRF 425 and tracking target
22 can include at least one active or passive optical tracking
device 41 including a plurality of optical or passive markers
200. If an active tracking device 41 is employed, the active
tracking device 41 can include active optical markers 200.
Each of the active optical markers 200 can include a light
emitting feature, such as an infrared light emitting diode, that
can be recognized by the camera 40. Alternatively, a passive
optical marker 200 could include at least one reflector to
reflect an optical beam generated by the camera 40.

With continuing reference to FIG. 1 and with additional
reference to FIG. 2, an exemplary tracking device 41 includ-
ing an active marker 200 is shown. The tracking device 41
enables the instrument 42a and, optionally, the DRF 42510 be
located by the camera 40. In this regard, the markers 200 on
the tracking device 41 can generate a signal, such as a reflec-
tion or an emission of infrared (IR) light, which is visible or
recognizable by the camera 40. The camera 40 can then
transmit this image or signal to the workstation 32. The work-
station 32 can then locate the instrument 42a, the DRF 425
and/or imaging device 14 relative to the patient 12 based on
the signal received by the camera 40 from the markers 200.
The tracking device 41 can employ at least three markers 200
to enable the determination of the position of the instrument
42 and/or imaging device 14, but generally include at least six
markers 200 so that both the position and the orientation of
the instrument 42 and/or imaging device 14 can be deter-
mined.

In various embodiments, with reference to FIG. 2, the
tracking device 41 can include a first face 202a, a second face
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2025, a third face 202c¢, a fourth face 2024, a fifth face 202¢
and a sixth face 202f. For simplicity, the tracking device 41 is
illustrated as cubic with six defined faces 202, however, it will
be understood that the tracking device 41 can include any
number of faces, and can be in any appropriate shape, such as
spherical, hexagonal or the like. In addition, it will be under-
stood herein that the reference numeral 202, as used herein,
can refer to any of the faces 202a, 2025, 202¢, 202d, 202e,
202f. The number of faces 202 on the tracking device 41 can
be proportional to the desired accuracy of the application.
Typically, by providing a tracking device 41 with a larger
number of faces 202, any slight movement of the tracking
device 41 can be tracked due to the availability of a new face
202 to be observed by the camera 40. Thus, the greater the
number of faces 202 of the tracking device 41, the greater the
accuracy of the visibility of the markers 200 on the tracking
device 41 with respect to the patient 12.

The tracking device 41 can be coupled to a desired device,
such as the instrument 42, through any appropriate technique,
such as through the use of adhesives and/or mechanical fas-
teners, and can include attachment features, such as a stem
(not shown) to facilitate such coupling or could be formed in
the handle of the instrument 42 as shown. The tracking device
41 can also include at least one or a plurality of markers 200
or light emitting diodes (LEDs), a receiver 216 and a control-
ler 218. It should be noted that although the tracking device 41
is illustrated and described herein as employing IR light emit-
ting markers 200, the tracking device 41 could employ a
passive tracking system, through the use of selectively active
reflectors, for example. In addition, it should be noted that
although the tracking device 41 is illustrated as having a solid
surface embedded with markers 200, the markers 200 could
be coupled to the tracking device 41 or instrument 42 such
that the markers 200 themselves form the faces 202.

With continuing reference to FIG. 3, the markers 200 can
be activated to emit a signal, such as an IR light pulse 217, for
example. The emission of the IR pulse 217 can be sensed by
the camera 40 and used to determine the three-dimensional
position of the tracking device 41 with respect to the patient
12, as discussed herein. Generally, the markers 200 are
charged to emit the IR pulse 217 by an external source, such
as a suitable IR sync 219 received from the camera 40. The IR
sync 219 can comprise an emission of IR light that charges the
markers 200.

With reference to FIG. 2, the markers 200 on each of the
faces 202 of the tracking device 41 can be arranged in an
identical or uniform geometric pattern. As the faces 202 have
a similar geometric pattern, even if a large number of faces
202 are employed with the tracking device 41 the similar
geometric pattern enables the size of the tracking device 41 to
meet the anatomic, mechanical and ergonomic requirements
for the item to which it is attached, such as instrument 42. In
the geometric pattern, each of the faces 202 can include one
marker 200q that is extended a greater distance from the other
markers 200 on each of the faces 202 to enable the camera 40
to identify, via the IR pulse 217 obtained from the marker
200aq, the orientation, such as up or down, of the tracking
device 41. For example, the marker 200a can be spaced a
particular distance from the remainder of the markers 200 on
the face 202 such that based on the difference between the
spacing of the markers 200 on the face 202, the orientation of
that particular face 202 can be identified with respect to the
camera 40. It should be noted that although each of the faces
202 are shown to include five markers 200, any appropriate
number of markers 200 could be employed, such as three,
depending upon the desired accuracy and redundancy
required for the tracking device 41.
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With reference to FIGS. 2 and 3, the receiver 216 can be
coupled to the markers 200 such that the receiver 216 can
receive the IR sync 219 from the camera 40. The receiver 216
is in communication with the controller 218 to transmit a
signal indicative of the receipt of the IR sync 219 to the
controller 218. The controller 218 can receive the signal
regarding the IR sync 219, and a wireless face data signal 220
from the workstation 32, as will be discussed herein. The
wireless face data signal 220 can comprise a signal from the
workstation 32 to activate a selected face 202 of the marker
200. By activating a known face 202, each face 202 can be
geometrically identical with regard to the position of the
markers 200 on each face 202 as the workstation 32 knows
which of the faces 202 is being viewed by the camera 40. In
other words, as the workstation 32 knows which of the faces
202 is active, the face 202 viewed by the camera 40 can be
localized without requiring each of the faces 202 to have a
specific, individually identifiable geometric pattern of mark-
ers 200.

With continuing reference to FIG. 3, based on the receipt of
the IR sync 219 and the wireless face data signal 220, the
controller 218 can activate the selected face 202 of the track-
ing device 41, as will be discussed herein. Generally, the
tracking device 41 can be in wireless communication with the
workstation 32, however, the tracking device 41 could be in
wired communication with the workstation 32, if desired. If
the tracking device 41 is in wireless communication with the
workstation 32, then both of the tracking device 41 and work-
station 32 can include suitable transmitters and receivers to
enable wireless communication over a suitable wireless pro-
tocol, such as Bluetooth, for example. Additional appropriate
wireless protocols can include ZigBee™ Alliance, and Wi-
Fi® such as IrDA®, Broadband Wireless USB, or IEEE
802.11. An exemplary wireless communication system is dis-
cussed in U.S. Pat. No. 6,499,488, entitled “Surgical Sensor”
filed on Oct. 28, 1999, hereby incorporated by reference.
Generally, the activation of the face 202 of the tracking device
41 can be controlled by a control module 230, as shown in
FIG. 3.

With continuing reference to FIG. 3 and with additional
reference to FIG. 1, a block diagram schematically illustrates
an exemplary navigation system 10 for implementing the
control module 230 according to various embodiments. The
navigation system 10 can include a navigation module 234, a
face switching control module 236, the camera 40 and the
tracking device 41 that includes a face activation control
module 238, the receiver 216, and the faces 202 including the
markers 200. The navigation module 234 can provide track-
ing data 250 regarding the location of the visible faces 202,
the location of the remaining faces 202, and data regarding if
any of the remaining faces 202 might or might not be visible
to the camera 40 to the face switching control module 236.
The navigation module 234 and face switching control mod-
ule 236 can be implemented on the workstation 32, however,
separate computers or workstations could be employed.

Based on the data received from the navigation module
234, the face switching control module 236 can generate face
control data 256 that can instruct the face activation control
module 238 as to which of the faces 202 on the tracking
device 41 to activate. The face switching control module 236
can transmit the wireless face data signal 220 and face control
data 256 to the face activation control module 238 over the
wireless protocol. The face control data 256 Ican also be
transmitted to the navigation module 234 so that the naviga-
tion module 234 is aware of the active face 202l ,,, however,
it should be noted that the navigation module 234 does not
necessarily need to know which face 202 is active so long as
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only one face 202 is active. Upon receipt of the face control
data 256, the face activation control module 238 can generate
a signal or activation data 310 to activate the particular face
202 of'the tracking device 41 upon receipt of the IR sync 219.
The receiver 216 of the tracking device 41 can receive the IR
sync 219 and generate IR data 308 that indicates that the IR
sync 219 has been received from the camera 40. The control-
ler 218 of the tracking device 41 can receive both the face
control data 256 and IR data 308 and then activate the face
202. The activation of the particular face 202 activates the
markers 200 on that face 202 such that the markers 200 can
generate the IR pulse 217 for the camera 40.

The camera 40 can generate the IR sync 219 and can
receive the IR pulse 217. Based on the IR pulse 217 received,
the camera 40 can determine localization data 246 for the
activated face 202, such as the position and the orientation of
the face 202, along with the number of markers 200 visible on
that face 202. The camera 40 can also generate the line-of-
sight angle for each of the markers 200 viewed by the camera
40. Generally, the line-of-sight angle is the angle between a
vector normal to the face 202 of the marker 200 and a line-
of-sight of the camera 40. The camera 40 can then transmit
this localization data 246 to the navigation module 234, so the
navigation module 234 can generate the tracking data 250.

With reference to FIG. 4, a dataflow diagram illustrates
various components of a marker control system that can be
embedded within the control module 230. Various embodi-
ments of the marker control system according to the present
disclosure can include any number of sub-modules embedded
within the control module 230. The sub-modules shown may
be combined and/or further partitioned to similarly determine
which face 202 on the tracking device 41 to activate. Inputs to
the system can be received from the C-arm 16, or even
received from other control modules (not shown) within the
navigation system 10, and/or determined by other sub-mod-
ules (not shown) within the control module 230 (not shown).
In various embodiments, the control module 230 includes the
camera 40 or a localizer control module 232, the navigation
module 234, the face switching control module 236, and the
face activation control module 238. The localizer control
module 232 and the navigation module 234 can form a vis-
ibility module 237.

The localizer control module 232 can receive as input a
start-up signal 240. The start-up signal 240 can indicate an
initialization of the navigation system 10. The localizer con-
trol module 232 can output, based on the start-up signal 240,
an IR sync data 242 for the face activation control module
238. The IR sync data 242 can comprise the IR sync 219 that
is sent from the camera 40 to the tracking device 41. The
localizer control module 232 can also receive as input IR
pulse data 244 from the face activation control module 238.
The IR pulse data 244 can comprise the IR pulse 217 that is
generated upon the illumination or activation of a selected
face 202 of the tracking device 41. Based on the receipt of the
IR pulse data 244, the localizer control module 232 can set
localization data 246 for the navigation module 234. The
localization data 246 can comprise data regarding the posi-
tion and the orientation of the face 202, along with the number
of markers 200 visible on that face 202 and the line-of-sight
associated with the face 202 of the tracking device 41.

The navigation module 234 can receive as input the local-
ization data 246 and face control data 256. The navigation
module 234 can determine, based on the localization data 246
and the face control data 256, the location of the visible faces
202, the location of the remaining faces 202, and data regard-
ing if any of the remaining faces 202 might or might not be
visible to the camera 40. The navigation module 234 can
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determine the location of all the other faces 202 as the navi-
gation module 234 can be programmed to know the shape of
the tracking device 41, and thus, based on the face control data
256 that indicates which face 202 is active, and the localiza-
tion data 246, the navigation module 234 can determine the
location of the other faces 202. The navigation module 234
can then set tracking data 250 for the face switching control
module 236. In addition, the tracking data 250 can optionally
include a face activation override control signal that instructs
the face switching control module 236 to activate markers 200
on a specific face 202. Using the override signal, the naviga-
tion module 234 can take control of the face activation deci-
sion, allowing the navigation module 234 to determine which
face 202 to activate based on additional or alternative infor-
mation or control logic, such as user input from the user input
device 36a or surgical task-flow information.

The tracking data 250 can be received as input by the face
switching control module 236. The face switching control
module 236 can also receive as input IR data 252 from the
face activation control module 238. The IR data 252 can
indicate the receipt of the IR sync 219 by the face activation
control module 238. The face switching control module 236
can determine which face 202 of the tracking device 41 to
activate based on the tracking data 250 and IR data 252, and
sets face control data 256 for the face activation control mod-
ule 238. The face control data 256 can comprise the desired
face 202 to activate.

For example, with reference to FIG. 5, a flowchart illus-
trates a face switching method performed by the face switch-
ing control module 236. Upon receipt of the IR data 252, the
face switching control module 236 can set face control data
256 comprising the control signal to activate a face 202 of the
tracking device 41. Then, at 260, the face switching control
module 236 can acquire the tracking data 250 for the current
activated face 202 of the tracking device 41. At decision block
262, the method can determine if the previous activated face
202 sample time is greater than a timeout threshold. If the
previous activated face 202 sample time is greater than the
timeout threshold, then the method clears the previous acti-
vated face data at 264. The threshold can be set to any period
of'time, butis generally long enough so that upon a start-up of
the navigation system 10, the previous face data is cleared.

Ifthe previous face 202 sample time is less than the timeout
threshold or the data regarding the previous face 202 has been
cleared, then the method goes to 266. At decision block 266,
the method can determine if the current number of markers
200 visible on the current face 202 is greater than zero. If the
current number of visible markers 200 is greater than zero,
then control goes to 268. Otherwise, at decision block 270,
the method determines if the number of markers 200 that were
visible on the previous active face 202 is greater than zero. If
the number of visible markers 200 on the previous active face
202 is greater than zero, then the method at 272 switches the
current active face 202 with the previously active face 202 and
loops to 260. Otherwise, if the number of visible markers 200
on the previous active face 202 is not greater than zero, then
the method saves the current face 202 as the previous face 202
at274. Then, at 276, the method changes the current face 202
to a new face 202. The method then loops to 260.

If'the current number of visible markers 200 is greater than
zero, the method, at 268, determines, based on the tracking
data 250, if any alternative face 202 is in a better location with
regard to being better viewed by the camera 40. An alternative
face 202 is considered to be in a better position than any other
face 202 if the line-of-sight angle for the markers 200 on the
alternative face 202 is smaller than the line-of-sight angle
associated with the markers 200 on the current face 202.
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Typically, the line-of-sight angle associated with markers 200
can range from positive 50 degrees to negative 50 degrees
with respect to the normal vector. If another face 202 has a
line-of-sight angle that is less than or smaller than the line-
of-sight angle of the current face 202, then the method goes to
decision block 278. If another face 202 does not have a
line-of-sight angle that is less than the line-of-sight angle of
the current face 202, then the method goes to decision block
280.

At decision block 278, the method can determine if the
alternative face 202 is the previous face 202. If the alternative
face 202 is not the previous face 202, then at 282, the method
saves the current face 202 as the previous face 202. Next, at
284, the method can change the current face 202 to the alter-
native face 202. Then, the method loops to 260.

Ifthe alternative face 202 is the previous face 202, then the
method goes to decision block 286. At decision block 286, the
method can determine if the previous number of visible mark-
ers 200 was greater than or equal to the current number of
visible markers 200. If the previous number of visible mark-
ers 200 is greater than or equal to the current number of
visible markers 200, then the method goes to 288. At 288, the
method can swap the current face 202 with the previous face
202. The method then loops to 260. If the previous number of
visible markers 200 is not greater than or equal to the current
number of visible markers 200, then the method loops to 260.

At decision block 280, the method can determine if the
current number of visible markers 200 is less than a maximum
number of markers 200 that could be visible on the face 202.
Thus, for example, as there are five markers 200 on each face
202, if the current number of visible markers 200 on the face
202 is less than five, then the method goes to decision block
290. Otherwise, the method loops to 260.

At decision block 290, the method can determine if there is
any alternative face 202 in a visible location, such that another
face 202 could potentially have more markers 200 that are
visible by the camera 40, as determined from the tracking data
250. If there are no other faces 202 visible, then the method
loops to 160. Otherwise, the method goes to decision block
292. At decision block 292, the method can determine if the
alternative face 202 is the previous face 202. If the alternative
face 202 is the previous face 202, then the method goes to
decision block 294. Otherwise, the method goes to 296. At
296, the method can save the current face 202 as the previous
face 202. Next, at 298, the method can change the current face
202 to the alternative face 202. The method then loops to 260.

At decision block 294, the method can determine if the
number of visible markers 200 on the previous face 202 is
greater than or equal to the number of visible markers 200 on
the current face 202. If the previous face 202 has a greater
number of visible markers 200, then the method can change
the current face 202 to the previous face 202 at 300. Then, the
method loops to 260. Otherwise, if the previous face 202 has
a smaller number of visible markers 200 than the current face
202, then the method keeps the current face 202 and loops to
260.

With reference back to FIG. 4, the face activation control
module 238 receives as input the face control data 256 from
the face switching control module 236 and the IR sync data
242 from the localizer control module 232. Based on the face
control data 256, the face activation control module 238 can
activate the desired face 202 of the tracking device 41. The
face activation control module 238 can output the IR pulse
data 244 comprising the IR pulse 217 to the localizer control
module 232 upon the activation of the selected face 202.

For example, with reference to FIG. 6, a dataflow diagram
illustrates various embodiments of a face activation system
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that can be embedded within the face activation control mod-
ule 238. In various embodiments, the face activation control
module 238 can include an IR receiver module 302, an acti-
vation module 304, and a plurality of face control modules
306, to 306, associated with the respective face 202, to 202,
of the tracking device 41. It will be understood that although
six face control modules 306, to 306 are employed with the
face activation control module 238, any number of face con-
trol modules could be employed.

The IR receiver module 302 can receive as input the IR
sync data 242 from the localizer control module 232. On
receipt of the IR sync data 242, the IR receiver module 302
sets IR data 252 for the face switching control module 236 to
indicate the desired activation of the face 202 of the tracking
device 41. The IR receiver module 302 can also set IR data
308 for the activation module 304.

The activation module 304 can receive as input the IR data
308, indicating the receipt of the IR pulse data 244 by the IR
receiver module 302, and can also receive as input the face
control data 256 from the face switching control module 236.
Based on the IR data 308 and face control data 256, the
activation module 304 can set activation data 310 for the
selected face control modules 306, to 306, The activation
data 310 can comprise the control signal to activate the
selected face 202.

The face control modules 306, to 306, can control the
activation of each of the selected faces 202 of the tracking
device 41, and thus, upon receipt of the activation data 310,
the selected face control module 306 can activate the selected
face 202. After the selected face 202 has been activated by the
face control module 306, the face control module 306 can
output the IR pulse data 244.

Thus, during operation, with additional reference to FIGS.
3, 4 and 6, the camera 40 can be initialized to send the initial
IR sync 219, from the camera 40 to the receiver 216, and thus,
to the IR receiver module 302 of the tracking device 41. Upon
receipt of the IR sync 219, the IR receiver module 302 can
send IR data 252 to the face switching control module 236 and
IR data 308 to the activation module 304. Based on the initial
receipt of the IR data 252, the face switching control module
236 can wirelessly transmit face control data 256 to the acti-
vation module 304 to activate the face 202. When the activa-
tion module 304 receives the face control data 256 and the IR
data 308, the activation module 304 can set activation data
310 for the face control module 306 to activate the face 202.

Upon the activation of the face 202, the markers 200 on the
face 202 can output the IR pulse 217 for the localizer control
module 232. The camera 40, once receiving the IR pulse 217,
can send localization data 246 via the localizer control mod-
ule 232 to the navigation module 234. The navigation module
234 can interpret the localization data 246 and the face control
data 256 to determine the position and visibility all of the
faces 202. Then, the navigation module 234 can transmit this
tracking data 250 to the face switching control module 236. If
the face switching control module 236 determines, based on
the tracking data 250, that another face 202 of the tracking
device 41 is more visible, such that more markers 200 are
visible to the camera 40, or better positioned, such that the
line-of-sight angle is less than that of the current face 202, the
face switching control module 236 can set face control data
256 to instruct the face activation control module 238 to
activate the alternative face 202.

Thus, the control module 230 can enable the use of geo-
metrically uniform patterns of markers 200 on each of the
faces 202 of the tracking device 41. The use of geometrically
uniform patterns of markers 200 enables the formation of
smaller tracking devices 41 since each face 202 does not have
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to have a unique spacing of the markers 200 to be identified by
the camera 40. Thus, the control module 230 can allow for the
easier navigation of small instruments 42 as the faces 202 of
the tracking device 41 can be sized as necessary for the
particular instrument while still enabling the identification of
the tracking device 41 by the camera 40.
The description of the teachings herein is merely exem-
plary in nature and, thus, variations that do not depart from the
gist of the teachings are intended to be within the scope of the
teachings. Such variations are not to be regarded as a depar-
ture from the spirit and scope of the teachings.
What is claimed is:
1. A surgical navigation system comprising:
atracking device comprising a plurality of planar surfaces,
wherein the tracking device includes a receiver that
receives a synchronization signal;
a plurality of sets of pulse emitting markers, wherein each
of the plurality of sets of pulse emitting markers is
coupled to a respective one of the plurality of planar
surfaces, wherein the pulse emitting markers of the plu-
rality of sets of pulse emitting markers generate respec-
tive pulse signals, wherein the plurality of sets of pulse
emitting markers comprise a first set of pulse emitting
markers, wherein the pulse emitting markers in the first
set of pulse emitting markers are in a first plane and are
coupled to a first planar surface, wherein the first planar
surface is in the first plane, and wherein the pulse emit-
ting markers in the first set of pulse emitting markers are
configured to emit in a direction perpendicular to the
first plane;
aface activation circuit disposed within the tracking device
and configured to generate activation data for the first
planar surface of the plurality of planar surfaces based
on face control data and the synchronization signal;
a camera that generates the synchronization signal and
receives the pulse signals from the pulse emitting mark-
ers coupled to the first planar surface;
a visibility circuit in communication with the camera,
wherein the visibility circuit is configured to
based on the pulse signals from the pulse emitting mark-
ers coupled to the first planar surface, determine a first
line-of-sight angle between (i) a vector normal to the
first planar surface and (ii) a line-of-sight of the cam-
era, and

based on the first line-of-sight angle, determine which
one of the plurality of planar surfaces is in a better
location to be viewed by the camera; and

a face switching control circuit configured to (i) generate
the face control data to activate the set of pulse emitting
markers coupled to the one of the plurality of planar
surfaces, and (ii) deactivate the other sets of the pulse
emitting markers.

2. The surgical navigation system of claim 1, wherein the
plurality of sets of pulse emitting markers comprise a light
emitting diode or a reflector.

3. The surgical navigation system of claim 1, wherein the
plurality of sets of pulse emitting markers form a geometric
pattern.

4. The surgical navigation system of claim 3, further com-
prising an orientating feature to enable the visibility circuit to
determine an orientation of the first planar surface.

5. The surgical navigation system of claim 4, wherein the
orientating feature comprises at least one offset marker.

6. The surgical navigation system of claim 1, wherein the
visibility circuit further comprises:

alocalizer control circuit that (i) receives, from the camera,
the pulse signals generated by the pulse emitting mark-



US 9,220,573 B2

15

ers coupled to the first planar surface, and (ii) transmits
localization data based on the pulse signals received
from the camera; and

a navigation circuit that generates, based on the localiza-

tion data, tracking data for the tracking device.

7. The surgical navigation system of claim 6, wherein the
tracking data comprises at least one of a location or an orien-
tation of two or more of the plurality of planar surfaces.

8. The surgical navigation system of claim 1, wherein the
visibility circuit determines a number of pulse emitting mark-
ers coupled to a single one of the plurality of planar surfaces
visible to the camera.

9. The surgical navigation system of claim 1, wherein the
face switching control circuit wirelessly transmits the face
control data to the face activation circuit.

10. The surgical navigation system of claim 1, wherein:

the tracking device is coupled to an instrument; and

the instrument comprises a guide wire, a deep-brain stimu-

lator probe, a catheter, a reference frame microscope, a
drill, a drill-guide, a suction device, a biopsy needle, or
a cutting guide.

11. The surgical navigation system of claim 1, further
comprising an imaging device, wherein the imaging device is
one or more of a fluoroscopy device, an O-arm device, a
bi-plane fluoroscopy device, an ultrasound device, a com-
puted tomography (CT) device, a multi-slice computed
tomography (MSCT) device, a magnetic resonance imaging
(MRI) device, a high frequency ultrasound (HFU) device, a
positron emission tomography (PET) device, an optical
coherence tomography (OCT) device, an intra-vascular ultra-
sound (IVUS) device, an intra-operative CT device, and an
intra-operative MRI device.

12. The surgical navigation system of claim 1, wherein:

the pulse emitting markers which are within view of the

camera and coupled to the one of the plurality of planar
surfaces have respective line-of-sight angles; and

the line-of-sight angles of the pulse emitting markers

which are within view of the camera and coupled to the
one of the plurality of planar surfaces which are in view
of the camera are each smaller than the line-of-sight
angles of the pulse emitting markers coupled to the other
ones of the plurality of planar surfaces.

13. The surgical navigation system of claim 1, wherein:

the face activation circuit is configured to generate activa-

tion data for a second planar surface of the tracking
device;

the camera is configured to receive pulse signals from the

set of pulse emitting markers coupled to the second
planar surface; and

the visibility circuit is configured to

determine a second line-of-sight angle between (i) a
vector normal to the second planar surface and (ii) the
line-of-sight of the camera, and

compare the first line-of-sight angle to the second line-
of-sight angle, and

based on the comparison between the first line-of-sight
angle and the second line-of-sight angle, determine
which one of the plurality of planar surfaces is in the
better location to be viewed by the camera.

14. The navigation system of claim 1, wherein the plurality
of planar surfaces form a geometric shape.

15. The navigation system of claim 1, wherein the geomet-
ric shape is a cube.

16. The navigation system of claim 1, wherein each of the
sets of pulse emitting markers includes a plurality of pulse
emitting markers.
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17. The navigation system of claim 1, wherein:

the pulse emitting markers in a second set of the pulse

emitting markers are in a second plane; and

the second plane is parallel to or perpendicular to the first

plane.

18. The surgical navigation system of claim 15, wherein
the face activation circuit, the visibility circuit, the face
switching control circuit, the localizer control circuit and the
navigation circuit include an application specific integrated
circuit, an electronic circuit, a processor, or a combinational
logic circuit.

19. A method of tracking a tracking device for use with a
surgical navigation system, wherein the tracking device has a
plurality of planar surfaces, and wherein each of the plurality
of planar surfaces comprises a plurality of markers, the
method comprising:

transmitting a synchronization signal from a control circuit

or a camera,
activating the markers coupled to a first planar surface of
the plurality of planar surfaces such that the markers
coupled to the first planar surface emit pulse signals
upon receipt of the synchronization signal at the tracking
device, wherein the markers coupled to the first planar
surface are in a first plane, wherein the first planar sur-
face is in the first plane, and wherein the markers
coupled to the first planar surface are configured to emit
in a direction perpendicular to the first plane;
tracking the pulse signals emitted by the markers coupled
to the first planar surface and in view of the camera;

based on the pulse signals emitted from the markers
coupled to the first planar surface, determining a first
line-of-sight angle between (i) a vector normal to the
first planar surface and (ii) a line-of-sight of the camera;
and

based on the first line-of-sight angle determining which

one of the plurality of planar surfaces is in a better
location to be viewed by the camera;

transmitting an activation signal to the tracking device,

wherein the activation signal indicates the one of the
plurality of planar surfaces; and

activating the one of the plurality of planar surfaces based

on the activation signal.

20. The method of claim 19, wherein the plurality of mark-
ers coupled to the first planar surface comprise a light emit-
ting diode or a reflector.

21. The method of claim 19, further comprising:

providing a receiver coupled to the tracking device;

transmitting the synchronization signal to the receiver to
charge the markers coupled to the plurality of planar
surfaces; and

activating only the markers coupled to the first planar sur-

face upon receipt of the synchronization signal.

22. The method of claim 19, further comprising:

tracking (i) the pulse signals emitted by the markers

coupled to the first planar surface, and (i) pulse signals
emitted by the markers coupled to a second planar sur-
face of the tracking device;

determining if the second planar surface is visible to the

camera; and

determining if the second planar surface should be acti-

vated based on an orientation of the plurality of planar
surfaces and the pulse signals from the markers coupled
to the first planar surface.

23. The method of claim 19, further comprising:

determining if a first number of markers coupled to the first

planar surface which are visible to the camera is greater
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than or equal to a second number of markers coupled to
a second planar surface of the tracking device;

activating the markers coupled to the first planar surface if
the first number of markers is greater than or equal to the
second number of markers; and

activating the markers coupled to the second planar surface
if the first number of markers is less than the second
number of markers.

24. The method of claim 19, wherein:

generating activation data for a second planar surface of the
tracking device;

receiving, at the camera, pulse signals from the markers
coupled to the second planar surface;

determining a second line-of-sight angle between (i) a
vector normal to the second planar surface and (ii) the
line-of-sight of the camera;

comparing the first line-of-sight angle to the second line-
of-sight angle; and

based on the comparing of the first line-of-sight angle to the
second line-of-sight angle, determining which one of the
plurality of planar surfaces is in the better location to be
viewed by the camera.

25. The method of claim 19, further comprising:

determining if a first number of markers coupled to the first
planar surface which are visible to the camera is less than
a total number of markers coupled to the first planar
surface;

if the first number of markers coupled to the first planar
surface which are visible to the camera is less than the
total number of markers coupled to the first planar sur-
face, determining if markers coupled to a second planar
surface of the tracking device are visible to the camera;
and

if the markers coupled to the second planar surface are
visible to the camera,
determine a second number of markers coupled to the

second planar surface which are visible to the camera,
determine whether the first number of markers is greater
than or equal to the second number of markers, and
if the first number of markers is less than the second
number of markers, activate the markers coupled to
the second planar surface and deactivate the markers
coupled to the first planar surface.

26. A surgical navigation system comprising:

a tracking device having a plurality of planar surfaces,
wherein each of the plurality of planar surfaces is illu-
minated while in an active state;

a plurality of sets of markers, wherein each of the plurality
of sets of markers is disposed in each of the plurality of
planar surfaces, wherein the markers in the plurality of
sets of markers emit respective signals, wherein the plu-
rality of sets of markers comprise a first set of markers,
wherein the markers in the first set of markers are in a
first plane and are coupled to a first planar surface,
wherein the first planar surface is in the first plane, and
wherein the markers in the first set of markers are con-
figured to emit in a direction perpendicular to the first
plane;

a face activation circuit that activates the markers coupled
to the first planar surface of the plurality of planar sur-
faces upon receipt of an activation signal, wherein a first
marker in the first planar surface is activated while a
second marker in the first planar surface is activated;

acamera that receives the signals from the markers coupled
to the first planar surface; and
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a tracking system that

based on the signals received by the camera, determines
a first line-of-sight angle between (i) a vector normal
to the first planar surface and (ii) a line-of-sight of the
camera, and

based on the first line-of-sight angle, determines which
one of the planar surfaces is in a better location to be
viewed by the camera by determining if the first line-
of-sight angle for the first planar surface is smaller
than a second line-of-sight angle for a second planar
surface of the tracking device.

27. The surgical navigation system of claim 26, further
comprising an imaging system, wherein the imaging system
is one or more of an isocentric fluoroscopy device, an O-arm
device, a bi-plane fluoroscopy device, an ultrasound device, a
computed tomography (CT) device, a multi-slice computed
tomography (MSCT) device, a magnetic resonance imaging
(MRI) device, a high frequency ultrasound (HFU) device, a
positron emission tomography (PET) device, an optical
coherence tomography (OCT) device, an intra-vascular ultra-
sound (IVUS) device, an intra-operative CT device, and an
intra-operative MRI device.

28. The surgical navigation system of claim 26, wherein:

the tracking device includes a receiver; and

the receiver is configured to (i) receive a signal from the

camera, and (ii) based on the signal from the camera,
charge the markers coupled to one or more of the plu-
rality of planar surfaces of the tracking device.

29. The surgical navigation system of claim 27, wherein
the tracking device is adapted to be coupled to the imaging
system, an instrument, or an anatomy of a subject.

30. The surgical navigation system of claim 29, wherein
the markers coupled to the first planar surface comprise a light
emitting diode or a reflector.

31. The surgical navigation system of claim 26, wherein
the plurality of planar surfaces provide a three-dimensional
cubic structure.

32. The surgical navigation system of claim 26, wherein
the plurality of planar surfaces comprises six contiguous pla-
nar surfaces.

33. The surgical navigation system of claim 26, wherein
the plurality of planar surfaces provide a cubic structure or a
hexagonal structure.

34. The surgical navigation system of claim 26, wherein:

the markers in the plurality of planar surfaces comprise sets

of markers,

each of the sets of markers (i) is coupled to a respective one

of the plurality of planar surfaces, and (ii) includes five
light emitting diodes;

one of the light emitting diodes in each of the sets of

markers is spaced further away from the other four light
emitting diodes in the corresponding set of markers than
the four light emitting diodes in the corresponding set of
markers are spaced from each other; and

the tracking system determines an orientation of the track-

ing device based on one or more light patterns provided
due to differences in distances between the light emit-
ting diodes on each of the plurality of planar surfaces.

35. The surgical navigation system of claim 26, wherein:

the face activation circuit is configured to generate activa-

tion data for the second planar surface of the tracking
device;

the camera is configured to receive signals from the mark-

ers coupled to the second planar surface; and

the tracking system is configured to determine the second

line-of-sight angle between (i) a vector normal to the
second planar surface and (ii) the line-of-sight of the
camera.



